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In recent years, Gobbi et al [1] have proposed a
method to determine microphysical parameter of
atmospheric aerosol population starting from op-
tical thickness measured at different wavelenghts.
To obtain vertical resolved information, we have
applied the same method to the extinction coef-
ficients that can be measured by lidar [2]. The
calculation of the extinction α(z, λ) (z is the alti-
tude and λ the wavelength)from the experimen-
tal lidar signal is obtained assuming a constant
ratio between the extinction and backscatter co-
efficients β(z, λ), the so-called lidar ratio (LR).
The choice of this parameter can be constrained
imposing that the integral of the extinction coef-
ficient be equal to the optical thickness measured
by a sun photometer. From the extinction at dif-
ferent wavelengths (355, 532, 1064 nm from an
Nd:YAG laser in our case, labelled as 1,2,3 in the
following) it is possible to obtain the Angstrom
exponent between wavelength pairs, defined as

δij = −
(ln(α(λi))− ln(α(λj))

ln(λi)− ln(λj)
(1)

and the quantity ∆ = δ12 − δ23.
When aerosol are described by a distribution of

spherical particles composed by two log-normal
distribution in radius, it is possible to show that
there is an approximate mapping between the
quantities (δ13,∆) and (rf , η), defined as the
modal radius of the fine mode log-normal distri-
bution and the fine mode contribution to the total
extinction. Using a graphical method, this two
quantities can be easily determined [1].
This method is attractive for its simplicity com-

pared to other methods for retrieving microphysi-
cal aerosol properties, but it suffers of systematic
errors that are due to several assumption such
as: spherical particles, refraction indexes, width
of fine and coarse modes, assumption of constant
lidar ratios. To obtain some insights on the effect
of the last assumption, we have generated syn-
thetic lidar signals. For each lidar signal, (δ13,∆)
are calculated and used to determine (rf , η) at
each altitude, and the final result is compared
with the true (rf , η) pair.
The purpose of these simulation is to have an

estimation of the intrinsic, probable error of this
method. Thus, we must reproduce a variety of
possible profiles. We have started with simula-
tions of profiles composed by different homoge-
neous layers. The relevant parameters that de-
scribe the layers are varied randomly and some
hundreds of profiles are generated. For each pro-
file, the extinction and backscattering coefficients
profiles are calculated using the formulas of Mie
theory. Then, using profiles of appropriate atmo-
spheric and instrumental parameters, synthetic li-
dar signals are generated, and finally the signals
are processed to get the profiles of optical coeffi-
cients and microphysical parameters.

We can now perform different comparisons.
First of all, it is worthwhile to see if the lidar
ratio that is found imposing a constraint on the
optical thickness has some physical meaning. The
reason is that the use of a constant lidar ratio cho-
sen to reproduce the observed optical thickness is
very diffused, but we are not aware of published
studies on this subject. It seems reasonable to
compare the retrieved lidar ratio with a weighted
average of the real lidar ratio, since LR corre-
sponding to low aerosol load should contribute
less to the average. If we use as weighting func-
tion the backscattering coefficient, we get:

< LR >=

∫

∞

0
dzβ(z)LR(z)
∫

∞

0
dzβ(z)

=

∫

∞

0
dzα(z)

∫

∞

0
dzβ(z)

(2)

which is simply the ratio between the inte-
grated extinction and the integrated backscatter-
ing. The comparison between this quantity and
the retrieved constant lidar ratio is given as a cor-
relation diagram in Fig.1, that shows that actu-
ally the retrieved constant lidar ratio is a proxy
to the averaged lidar ratio. For the comparison
of the retrieved quantities (rf , η) we must stress
the fact that both the absolute error and the rela-
tive error are not meaningful quantities in all the
range of possible values. As an example, if the
fine fraction is very small, indicating a predomi-
nance of coarse mode particles, it is not very im-
portant to know accurately the rf value. Thus, it
seems more appropriate to define an acceptable
error for different regions of the (rf , η) plane to
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Figure 1. Correlation diagram between the retrieved
constant lidar ratio at 355 nm and the averaged lidar
ratio from the synthetic profiles. Error bars are the
standard deviations of the lidar ratio profiles.

define a normalized error for the two quantities,
so that the acceptable error will be a function
err(rf , η). Once the profiles of acceptable errors
are defined, we can collect all the profiles and get
statistics for the errors. Results are reported in
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Figure 2. Distribution of normalized errors for rf (a)
and η (b)

Fig. 2, that shows that most of normalized er-
rors are in the ±2 range, and that there is not
a defined bias. This cumulative analysis however
does not give information about the agreement of
profiles of (rf , η). In the comparison of retrieved
and real profiles, large errors could occur in region
where the aerosol load is low, and these errors are
clearly less important that the corresponding ones
where aerosol load is high. Furthermore, it is in-
teresting to understand how errors are distributed
along the profile. This is a general exigence when
retrieving profiles of some quantities. We intro-

duce for such kind of comparison a χ2-like indica-
tor of the discrepancy between retrieved and true
quantities:

χ2 =

N
∑

i=1

[

ytri − yi
err(yi)

]2

wi (3)

where y is a generic retrieved profile, ytr is the
true profile,wi is a weighting factor, err(y) the
acceptable error. In case of extensive quantities
the weighting factor can be just 1/N where N is
the number of points in the profile. If, for each
point, the errors are lower then the acceptable
error, χ2 < 1. In case of intensive quantities,
not dependent on the total number of particles,
large discrepancies in regions of low aerosol load
should be appropriately weighted. As a weighting
function, we could use the relative optical thick-
ness of the layer corresponding to the resolution
of the calculation:

χ2 =
1

AOT

N
∑

i=1

[

ytri − yi
err(yi)

]2

[α(zi)∆z] (4)

This definition reduces to the unweighted χ2

when all the points have the same extinction.
The results obtained for (rf , η) are shown in Fig.
3,where it is possible to see that χ2 < 1 in 70%
and 90% of the cases for (rf and η) respectively.

This work will be extended to other cases
and the sensitivity to other parameters will be
checked. The final result will be the assignment
of a probable error to the retrieved values (rf , η)
to assess the validity conditions of this method.
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Figure 3. Frequency of the modified χ
2 for rf (a)

and η (b)
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